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This is a study of the transition from laminar steady motion to turbulent, in systems described by equations of the hydrodynamic type. We describe the method of finding periodic steady motions of small amplitude. The latter is expressed in explicit form in terms of the parameters of the system near the borderline separating the regions of smooth and abrupt transition.

1. It is well known that in the transition from the laminar state to the turbulent in a number of systems, a motion is set up with a definite frequency and wave vector when slight supercriticalness takes place (as an example we may take convection between parallel plates [1], the flow of a liquid between rotating cylinders [ 2 to 4], the strata in a gaseous discharge [5 and 6]. helical instability in a gaseous discharge and semi-conductors [7 to 10]; a motion, periodic with respect to time, arises also in the flow past rigid bodies [11]). The frequency and the wave number, and also the form of the oscillation, can be approximately determined from linear theory; to find the amplitude $Q$, however, it is necessary to take into account nonlinear effects.

It is shown below that the equation for the square of the modulus of the amplitude $q=Q Q^{*}$ of a steady periodic motion has the form (for small $q$ )

$$
\begin{equation*}
\frac{d q}{d t}=2 q\left(\gamma_{0}+a q+b q^{2}+\ldots\right) \equiv 2 q \gamma \tag{1.1}
\end{equation*}
$$

The phase of the amplitude $Q$ (and consequently also the phase of the steady solution) is arbitrary. The coefficients $\gamma_{0}, a, b, \ldots$ are functions of the parameters of the system $\lambda$ (the temperature, the geometric dimensions, the external magnetic field and so on); $\gamma_{0}$ is the growth rate given by linear theory, whilst the second and third terms in $y$ are related to the inclusion of nonlinear effects.

The critical parameters $\lambda_{*}$ are defined by Equation $\gamma_{0}\left(\lambda_{*}\right)=0$; the equi-
librium state $q=0$ is unstable when $Y_{0}(\lambda)>0$.
Let the system be such that $a\left(\lambda_{*}\right) \neq 0$ for any values of $\lambda_{*}$. If $a\left(\lambda_{*}\right)<0$, then with an increase of supercriticalness $\Lambda=\lambda-\lambda_{*}$ the amplitude of the steady motion continuously increases from, zero (the "smooth" behavior); in this case from Equation $\gamma=0$ we obtain $q \approx-\left(a^{-1} d \gamma_{0} / d \lambda\right)_{*} \Lambda$. If $a\left(\lambda_{*}\right)>0$, then as $\lambda$ passes through the critical value $\lambda_{*}$ the amplitude changes from zero up to a certain finite value by a jump [4, 6, 9 and 10] (the "abrupt" behavior); in this case the amplitude, in general, is not small for small supercriticalness, whilst the motion itself can have the irregular character of developed turbulent motion.
2. Let us consider systems for which, for certain values of the parameters $\lambda_{*}$, Equations $\gamma_{0}=a=0$ are satisfied. In such systems [2 to 10], depending on the values of $\lambda_{*}$, both smooth $[3,6$ and 8$]$ and abrupt transitions [4, 6, 9 and 10] of steady motion are possible.

Suppose that when $\lambda=\lambda_{*}$ the relations $\gamma_{0}=a=0$ and $b \neq 0$ are satisfied. Then for sufficiently small $\Lambda$ the quantities $\gamma_{0}$ and $a$ are small, whilst $b \neq 0$. The ratio of the quantities $y_{o}$ and $a$ is arbitrary, in so far as it depends upon the direction of the vector $\Lambda$. Accordingly, in finding solutions $q$ of Equation $\gamma=0$ we must regard the quantities $\gamma_{0}$ and $a$ as independent small parameters. It is easy to find the solution ${ }^{\circ} q$ in the particular cases $a=0$ or $\gamma_{0}=0$. In the first case $q$ has the


Fig. 1 form of a series in powers of $r_{Y_{0}}$, and in the second case in powers of $a$ (moreover, there is the solution $q=0$ ). In the general case the solution is sought in the form of a series $q=q_{1}+q_{2}+\ldots$, in which $q_{n} / q_{n-1} \rightarrow 0$ as,$\rightarrow 0$. In view of the nonsinglevaluedness of the choice of $q_{n}=q_{n}\left(\gamma_{0}, a\right)$ it is essential to require that the quantities $q_{n}\left(\gamma_{0}, 0\right)$ and $q_{a}(0, a)$ coincide with the $n$th terms in the expansions for $q$ in powers of $\gamma_{0}$ and a , respectively. In what follows we shall consider only the quantity

$$
\begin{equation*}
q \approx q_{1}=\frac{-a \pm \sqrt{a^{2}-4 \gamma_{0} b}}{2 b} \tag{2.1}
\end{equation*}
$$

Let us select any two parameters $\lambda$ and $\mu$; and let us fix the remaining parameters so that the curves $a(\lambda, \mu)=0$ and $\gamma_{0}(\lambda, \mu)=0$ intersect (Fig.l). We shall reckon $\lambda$ and $\mu$ from the point of intersection and for. definiteness we shall take the region $y_{0}>0$ as located above the curve $y_{0}=0$, and the region $a>0$ above the curve $a=0$. As the parameter $\lambda$ varies, oscillations arise which are smooth if $\mu<0$ and abrupt if $\mu>0$

For small values of $|\mu|$ and $|\Lambda|$ (here $\Lambda=\lambda-\lambda_{*}$ is a scalar) we can assume that $\quad \gamma=\gamma^{\prime} \Lambda, \quad a=a^{\prime}\left(\Lambda-\Lambda_{0}\right), \quad \Lambda_{0}=c \mu, \quad$ where $\quad c$
and $b$ and the derivatives $\gamma^{\prime}, a^{\prime}$ are taken at $\lambda=\mu=0$. In the case shown in Fig.l we have $\gamma^{\prime}>0, a^{\prime}>0, c<0$. Expression (2.1) takes the form

$$
\begin{equation*}
q=A\left(\Lambda-\Lambda_{0}\right) \pm\left(A^{2}\left(\Lambda-\Lambda_{0}\right)^{2}+B \Lambda\right)^{1 / 2} \quad\left(A=\frac{-a^{\prime}}{2 b}, B=\frac{-\gamma^{\prime}}{b}\right) \tag{2.2}
\end{equation*}
$$

3. Suppose that $b<0$ in Equation (2.2); then $A$ and $B$ are positive (this case is considered in [13]). If $\Lambda$ varies along the straight ine $\mu=$ const $>0$ (with $\Lambda_{0}=o \mu<0$ ), then when $\Lambda=+0$ the amplitude changes by a jump from zero to the value $q_{0}=-2 A \Lambda_{0} \sim \mu$. If now 1 decreases, then for a certain value $A=\Lambda_{\text {_ }}$, determined by Equation

$$
A^{2}\left(\Lambda_{-}-\Lambda_{0}\right)^{2}+B \Lambda_{-}=0
$$

there occurs a drop in amplitude from the value $q_{-}=A\left(\Lambda_{-}-\Lambda_{0}\right)$ to zero (Fig.2). Since $\left|\Lambda_{0}\right| \sim \mu$ is a small quantity, then

$$
\Lambda_{-} \approx-\left(A \Lambda_{0}\right)^{2} / B=-(A c \mu)^{\dot{2}} / B \sim \mu^{2}
$$

Since $\left|\Lambda_{-}\right| \leqslant\left|\Lambda_{0}\right|$ for small $\mu$, then when $|\Lambda|$ is not large, Equation (2.2) can be put in the form

$$
\begin{gather*}
q=q_{-}\left(1 \pm \sqrt{1-\Lambda / \Lambda_{-}}\right), \quad q_{-} \approx-A \Lambda_{0} \sim \mu, \Lambda_{-} \sim \mu^{2}  \tag{3.1}\\
\left(|\Lambda| \leqslant\left|\Lambda_{-}\right|, \quad q_{-}>0, \quad \Lambda_{-}<0\right)
\end{gather*}
$$

In the region $\Lambda_{-}<\Lambda<0$ there exist two steady solutions (3.1) and $q=0$. By means of Equation (1.1) we can see that the motion corresponding to solution (3.1) is stable (as observed experimentally), when the root is taken with the positive sign.


In periodic motion of a medium any quantity $X$ (fluid velocity, temperature, charge density, etc.) varies periodically. Moreover, as is shown below, the harmonic $X_{v}$ of the periodic quantity $X$ obeys the relation $\left|X_{\nu}\right| \sim|Q||v|$. Hence it follows that in steady motion with small amplitude $Q$ the form of the oscillation is close to sinusoidal [3,6,15 to 17). Accordingly, in the case of smooth transition and in the case considered above of abrupt transition ( $a=\gamma_{0}=0, b<0$ when $\lambda=\lambda_{*}$ ) the quantities' $X$ vary according to a sinusoidal law for smali supercriticalness.
4. Let us consider the case $b>0$; then $A$ and $B<0$. If $A$ varies along the straight line $\mu=$ const $>0$, then when $\Lambda=+0$ the amplitude changes by a jump from zero to a certain large quantity. Moreover, the motion can at once acquire the irregular character of developed turbulent motion. If, however, a periodic motion is set up, then the oscillations have the form of relaxational oscillations, which are similar to discontinuous, and not to sinusoidal ones. The case $\mu>0$ has not been successfully treated quantitatively.

Suppose that $\Lambda$ varies along the straight line $\mu<0$ (with $\Lambda_{0}=c \mu>0$, see Fig.l). Then as $\Lambda$ varies from 0 to $\Lambda_{+} \sim \mu^{2}$ the amplitude $q$ varies
from 0 to $q_{+} \approx-A \Lambda_{0} \sim \mu$ (Fig.3). On transition through the value $\Lambda_{+}$ the amplitude changes by a jump from the value $q_{+}$


F1g. 3 to a certain large value, whilst the steady motion, close to sinusoidal when $q=q_{+}$, can acquire the irregular character of turbulent motion. If now $\Lambda$ decreases, then for a certain $\Lambda=\Lambda_{-}$there occurs a drop in the amplitude from a certain (in general large) value $q_{-}$to zero. A possible form of the dependence $q=q(\Lambda)$ is portrayed in Fig. 3 (for the case when the motion with large amplitude remeins periodic: this occurs, for example, in the case of strata [6]. In contrast to the case $D<0$, when $\mu \rightarrow 0$ the quantities $A_{\text {- }}$ and $q$ do not vanish.

When $\Lambda$ and $\mu$ are not large, Expression (2.2) can be represented in the form

$$
\begin{array}{r}
q=q_{+}\left(1 \pm \sqrt{1-\Lambda / \Lambda_{+}}\right), \quad q_{+} \sim \mu, \quad \Lambda_{+} \sim \mu^{2} \\
\left(|\Lambda| \leqslant\left|\Lambda_{+}\right|, \quad q_{+}>0, \quad \Lambda_{+}>0\right)
\end{array}
$$

The solution (4.1), in which the root is taken with the plus sign, is unstable.

We note that with increase of supercriticalness the amplitude of the stable solutions (continuous curves in Figs. 2 and 3) increases, whilst the amplitude of the unstable solutions (broken curves in Figs. 2 and 3) decreases.
5. Let u. denote by $q_{*}$ the unstable solutions (3.1) and (4.1). Suppose that for a certain value $\Lambda$ the system was in a ateady state $q<q_{*}$. If we impose on the system an externe $\perp$ perturbation (variable e.m.f. In the external electric field, an imp . ise in a magnetic field, etc.) then for an amplitude of perturbation $X^{\prime}$ exceeding the value

$$
\begin{equation*}
X_{*}^{\prime} \sim V \overline{q_{*}} \tag{5.1}
\end{equation*}
$$



Fig. 4
the system passes into the steady state $q>q_{*}$ and remains in it after removal of the external perturbation (this effect has been studied qualitatively in experiments [ 4 and 6]). If, however, $X^{\prime}<X_{*}^{\prime}$, then after removal of the perturbation the system again passes to the steady state $q<q_{*}$. The relation (5.1), in which $q_{*}$ is taken from (3.1), passes for small $A$ into the relationship

$$
X_{*}^{\prime} \sim \sqrt{-\Lambda}, \quad \Lambda \cdots-0
$$

which holds good also in the general case of abrupt transition, when $a\left(\lambda_{*}\right)$ is positive and not small [15].

As the amplitude of the steady motion varies, changes occur in the frequency $\omega$ and the mean value $\chi^{0}$ (zeroth harmonic) of any observed quantity (mean temperature, magnetic induction, direct components of the current and
so on); the corresponding dependences, as shown below, have the form

$$
\begin{align*}
& X^{\circ}=\chi+X_{1} q+\ldots \\
& \omega=\Omega_{0}+\Omega_{1} q+\ldots \tag{5.2}
\end{align*}
$$

if the steady motion is periodic in space, then the analogous relation $k=k_{0}+k_{1} q+\ldots$ holds for the wave number. The coefficients of the powers of $q$ in (5.2) are analytic functions of $\Lambda$; the quantity $x$ corresponds to the equilibrium state $q=0$. The values of $\delta_{0}$ and $k_{0}$ are determined from linear theory.


Fig. 5

From (5.2) it follows that corresponding with the corners (for smooth transitions) and jumps (for abrupt transitions) in the quantity $q(A)$, there are corners and jumps in the quantities $X^{0}, \omega, k$ (such corners [8] and jumps [ 6,9 and 10] are found experimentally). The form of the dependence $X^{\circ}(\Lambda)$ when $X_{1}\left(\lambda_{*}\right)>0$ is shown in Fig. $4(b<0, \mu>0)$, Fig. $5(b<0, \mu=0)$, and Fig. 6 $(b>0, \mu<0)$. If in the case corresponding to Fig. 4 we denote by $X_{\sim}$ the variable part of any quantity $X_{\sim}$ and by $\Delta X^{\circ}$ the difference between the value of $x^{\circ}$ in the presence of the disturbances and in their absence for a fixed value of $\Lambda$, then it is not difficult to obtain [13] (5.2) from (3.1), and for sufficiently small $\mu$ it becomes

$$
\begin{equation*}
\left(X \sim_{\sim}^{2}\right)_{0} /\left(X \sim^{2}\right)_{-}=\left(\Delta X^{\circ}\right)_{0} /\left(\Delta X^{\circ}\right)_{-}=q_{0} / q_{-}=2 \tag{5.3}
\end{equation*}
$$

The results presented above relate to steady motions of small amplitude, periodic with respect to time and (or) space. Such motions arise as a result of the development of growing perturbations, periodic with respect to time and (or) space. If, however, the perturbations growing


Fig. 6 in a slight supercriticalness are not periodic in time, nor in space, then these properties still pertain to the steady motion of smali amplitude (such a situation is possible, for example, in the case of flow in a bounded space, caused by the motion of a boundary [12]). Such a motion is defined completely, in contrast to periodic steady flows, which are determined oniy to within an arbitrary phase. The expressions for the amplitude of such a motion are obtained if we replace in the nōlinear increment $y$ and in Equations (3.1), (4.1), (5.1), (5.3), the quantity $q=Q Q^{*}$ by the positive ampiitude $\dot{\theta}$. There is interest in finding experimentally in such systems [ 2 to 10] the points dividing the regions of smooth and abrupt transition, and verifying near such points the relations (3.1) and (5.1) to (5.3) in the case $b<0$ and the relations (4.1) and (5.1) in the case $b>0$.
6. It is shown below how to obtain Expressions (1.1) and (5.2) for $\gamma$, $\omega, k$ and $X^{0}$. The equations of hydrodynamics have the form

$$
\begin{equation*}
F^{i}\left(X^{j}, \partial / \partial t, \nabla, r, \lambda\right)-0 \quad(i, j=1, \ldots, N) \tag{6.1}
\end{equation*}
$$

Here $X$ are unknown quantities, $\lambda$ are parameters of the system, $r$ are spatial coordinates, $\nabla$ are spatial differential operators; time does not appear in Equations (6.1) explicitly. The functions $F$ are single-valued
and analytic with respect to their arguments; wath respect to the differential operators they are polynomials.

Besides Equations (6.1), the quantities $X$ have to satisfy, in general, inhomogeneous boundary conditions

$$
\begin{equation*}
U_{j}^{i} X^{j}==A^{i} \tag{6.2}
\end{equation*}
$$

if the vector $r$ belongs to the surface $s(r)=0$ (here and in what follows where there are two identical indices, one of which is a subscript and the other a superscript, summation from 1 to $N$ is to be understood). The quantities $A$ depend upon $r$ and $\lambda$, whilst the quantities $U$ depend on the same arguments as the functions $F$. It can be assumed, however, that the quantities $U$ do not depend upon $X$, i.e. that the conditions (6.2) are linear with respect to $X$; if this is not the case, then it is necessary to denote all the terms in (6.2) which are nonlinear with respect to $X$ by $X^{\prime}(J>N)$, and to regard them as supplementary unknowns. Moreover, it car. be taken that $U$ does not depend upon $\partial / \partial t$; if this is not so, then it is necessary to denote all the derivatives with respect to $t$ by $X^{j}(j>N)$ and regard these as supplementary unknowns.

In what follows the indices $t$ and $J$ of the quantities $X, U$ and the others will be dropped; then $X$ can be regarded as a vector, whilst $U$ is a matrix operator, acting on $X$.

The equilibrium solution $X=x$ does not depend upon time and satisfies Equation

$$
\begin{equation*}
F_{0}=0, \quad U \chi=A \tag{6.3}
\end{equation*}
$$

Here $F_{0}$ is obtained from $F$ by setting $\partial / \partial t=0$.
When considering systems which are unbounded in space it is necessary to distinguish two cases. In the casc of systems of the first type the equilibrium solution depends upon all the Cartesian coordinates ( $x, y, z$ ) (flow past a body). Disturbances to equilibrium $X_{1}$ have the form

$$
\begin{equation*}
X_{1}=Q X_{11} e^{i \theta}, \quad \theta=\omega t \tag{6.4}
\end{equation*}
$$

Here $Q$ is a constant of proportionality, whilst the functions $X_{11}(r)$ vanish [11] when $r \rightarrow \infty$. The frequencies $\omega=\Omega-\ell_{Y}$ form a discrete spectrum; for slight supercriticalness only one characteristic perturbation grows, whilst for greater supercriticalness other perturbations can grow also. For slight supercriticalness the steady motion of small amplitude is always periodic with respect to time [11].


Fig. 7

> In the case of systems of the second type the equilibrium solution does not depend upon one [ 2 to 10$]$ or several [1] of the Cartesian coordinatcs. In this case the functions $X_{11}$ in ( 6.4 ) depend upon those same coordinates as the equilibrium solution $x$ The dependence of the perturbations upon the remaining coordinates is included in exponential factors (for example, in the case of unbounded systems (2 to 10$]$ with cylindrical geometry $x=\chi(r)$ and $\theta=w t-m e-k z$, where m is an integer and $r, \phi, z$ are cylindrical coordinates).

In this case even for slight supercriticalness there exists an infinite set of increasing perturbations with different wave numbers (Fig.7). It is not obvious that the interaction of these perturbations will always lead to the establishment of periodic motion, as occurs in the systems [1 to 10]. Apparently cases are possible where the steady motion of small amplitude, passing into equilibrium as $h \rightarrow+0$, consists of a continuous spectrum of waves, 1.e. it is turbulent.

First of all let us consider systems of the second type; for definiteness we shall have in mind the systems [2 to 10] with cylindrical geometry. In this case the steady periodic solution of the problem (6.1), (6.2) has the form

$$
\begin{equation*}
X=\sum_{v=-\infty}^{\infty} X_{v} e^{i v \theta}, \quad \theta=\omega t-m \varphi-k z ; \quad X_{v}=X_{v}(r), \quad X_{-v}=X_{v}^{*} \tag{6.5}
\end{equation*}
$$

Here $r, \varphi, z$ are variables in a cylindrical system of coordinates.
Quantitatively we succeed in considering only solutions (6.5) for which $X_{0} \rightarrow X, X_{\nu} \rightarrow 0$ as $\Lambda \rightarrow 0$ (here $\hat{K}$ is a vector). Reckoning $\Lambda$ as small, let us rewrite (6.2) in the form $X=X_{0}+X_{\sim}$ and expand $F$ in series with respect to the small quantities $X_{\sim}$; then we shall expand the result in series with respect to the harnonics $X_{v}(v \neq 0)$, obtaining

$$
\begin{equation*}
F \equiv F_{0}\left(X_{0}\right)+\sum_{s=1}^{\infty} \sum_{v}\left(L_{1}^{s} X_{v_{1}} e^{i v_{1} \theta}\right) \ldots\left(L_{s}^{s} X_{v_{s}} e^{i v s}{ }^{\theta}\right)=0 \tag{6.6}
\end{equation*}
$$

Here the second sum is taken for all the integers $\nu_{1}, \ldots, v_{1}$ not equal to zero; the matrix operators $L=L\left(X_{0}, \partial / \partial t, \partial / \partial \varphi, \partial / \partial z, \partial / \partial r\right.$, $r, \lambda)$ acting on the vectors standing after them.

Now let us construct the Fourier-components of Equations (6.6), (6.2)

$$
\begin{equation*}
\Phi_{v} \equiv \frac{1}{2 \pi} \int_{0}^{2 \pi} F e^{-i v \theta} d \theta=0, \quad V_{v} \equiv \frac{1}{2 \pi} \int_{0}^{2 \pi}(U X-A) e^{-i v \theta} d \theta=0 \tag{6.7}
\end{equation*}
$$

They have the form

$$
\begin{gather*}
\Phi_{v} \equiv \delta_{0 v} F_{0}\left(X_{0}\right)+\left(1-\delta_{0 v}\right) L_{v} X_{v}+\sum_{s=2}^{\infty} \sum_{v}\left(L_{1 v_{1}}{ }^{s} X_{v_{1}}\right) \ldots\left(L_{s v_{s}}{ }^{s} X_{v_{s}}\right)=0 \\
V_{v} \equiv U X_{v}-A \delta_{0 v}=0, \quad \delta_{0 v}= \begin{cases}1, & v=0 \\
0, & v \neq 0\end{cases} \tag{6.8}
\end{gather*}
$$

Here $L_{\nu} \equiv L_{1 v}{ }^{1}$; each of the operators $L_{v}$ is obtained from the corresponding operator $L$ by replacing $\partial / \partial t$ by $i \omega v, \partial / \partial \varphi$ by $i m v$ and $\partial / \partial z$ by ikv; the second sum is taken for all the numbers $v$ not equal to zero and satisfying the conditions $\nu_{1}+\ldots+v_{s}=v$. In what follows Equations (6.8) will be considered for $v \geqslant 0$. The solution of the problem (6.8) will be sought in the form (*)

$$
\begin{equation*}
\omega=\omega_{0}+\omega_{2} q+\omega_{4} q^{2}+\ldots, \quad q=Q Q^{*} \tag{6.9}
\end{equation*}
$$

$X_{v}=Q^{v}\left(X_{v, v}+X_{v, v+2} q+X_{v, v+4} q^{2}+\ldots\right), \quad X_{-v}=X_{v}{ }^{*}, \quad v \geqslant 0$

[^0]The choice of the expansions of $\omega, X_{,}$in the form (6.9) can be explained in the following way. The steady amplitude $Q$ is determined to within an arbitrary phase $\theta_{0}$. On the other hand, in the solution (6.5) the phase $\theta_{0}$ must reduce to the form of a sum $\theta+\theta_{0}$, whence it follows that the harmonic $X_{\nu}$ is equal to the product of $Q^{v}$ with a certain function of the amplitude, not depending on the phase $\theta_{0}$. The frequency $\omega$, obviously, also cannot depend upon the arbitrary phase $\theta_{0}$; this requirement is satisfied by the series in powers of $q$. Now we notice that if $v_{1}+\ldots+v_{s}=v \geqslant 0$, then $\left|v_{1}\right|+\ldots+\left|v_{a}\right|=v+2 n$, where $n \geqslant 0$. Hence also from (6.9) for any term in (6.8) we obtain the estimate

$$
\left|\left(L_{1 v_{1}}{ }^{s} X_{v_{1}}\right) \ldots\left(L_{s v_{s}}^{s} X_{v_{s}}\right)\right| \sim|Q|^{!v_{1}|+\ldots+| v_{s} t}=|Q|^{v} q^{n}
$$

showing that the expansion (6.9) does not contradict Equations (6.8).
Substituting (6.9) in (6.8) and collecting terms with the same powers of $q$, we obtain

$$
\Phi_{v} \equiv Q^{v} \sum_{n=-0}^{\infty} \Phi_{v, v+2 n} q^{n}=0, \quad V_{v} \equiv Q^{v} \sum_{n=0}^{\infty} V_{v, v+2 n} q^{n}=0
$$

Hence it follows that

$$
\begin{equation*}
\Phi_{v, \nu+2 n}=0, \quad V_{v, v+2 n}=0 \quad(v, n \geqslant 0) \tag{6.10}
\end{equation*}
$$

The quantities $\omega_{2 n}, X_{\nu, \nu+2 n}$ are determined successively from Equations (6.10). For the determination of $X_{00}$ we have the problem

$$
\begin{equation*}
\Phi_{00} \equiv F_{0}\left(X_{00}\right)=0, \quad V_{00} \equiv U X_{00}-A=0 \tag{6.11}
\end{equation*}
$$

Comparison of the problems (6.3) and (6.11) shows that $X_{00}=\chi(r, \lambda)$.
The quantities $X_{1,}$ are determined from the problem

$$
\begin{equation*}
\Phi_{11} \equiv L_{1}^{\circ} X_{11}=0, \quad V_{11} \equiv U X_{11}=0 \tag{6.12}
\end{equation*}
$$

Here und in what follows the superscript 0 shows that the given quantity is taken when $\omega=\omega_{0}, X_{0}=X_{00}$. The problem (6.12) is the problem of the theury of stability of an equilibrium state; it can have an infinite set of eigenvalues $\omega_{0}=\omega_{0}(k, m, \lambda)$. For slight supercriticalness there is only one eigenvalue characterizing an increasing perturbation; this should be taken for $\omega_{0}$ in the expansion (6.9); this eigenvalue (assumed simple) is characterized by a definite value of $m$ (in the case [5 and 6] the value $m=0$; in the case [7 to 10] the va'ue $m= \pm 1$; in the case [ 2 and 4 ] the motion with $m=0$ is fuliy studied [2 to 4], but there arises a steady periodic solution [4] also with $m \neq 0$ ). To the eigenvalue $\omega_{0}$ there corresponds an eigenfunction $C_{0} X_{11}$, where $C_{0}$ is an arbitrary constant, and $X_{11}$ is a function normalized in any way. The constant $C_{0}$ remains arbitrary; we can take $C_{0}=1$, in so far as the choice of a value $C_{0} \neq 1$ is equivalent to a change of normalization of $X_{11}$ and a related change of the amplitude $Q$.

In the general case the problem (6.10) for determining $X_{v, v+2 n}$ has the form (*)

$$
\Phi_{v, v+2 n} \equiv L_{v}{ }^{\circ} X_{v, v+2 n}+\Psi_{v, v+2 n}=0, \quad V_{v, v+2 n} \equiv U X_{v, v+2 n}=0
$$

[^1]Here the functions $\psi$ do not depend upon $X_{v, v+2 n}$ and contain already determined quantities.

In the Appendix it is shown that for sufficiently slight supercriticalness the homogeneous problem (6.13) with $v \neq 1$ does not have a solution, other than the trivial one $X_{v, v+2 n}=0$; Accordingly, the solution of the inhomogeneous problem (6.13) is [14]

$$
\begin{equation*}
X_{v, v+2 n}=-\int_{r_{1}}^{r_{2}} G_{v}{ }^{\circ}(r, \rho) \Psi_{v, v+2 n}(\rho) d \rho \quad\left(G_{v}{ }^{\circ}=G\left(v \omega_{0}\right)\right) \tag{6.14}
\end{equation*}
$$

Here $r_{a}, r_{1}$ are boundary values of the radil, such that $r_{2} \geqslant r \geqslant r_{1}$ (in the case of systems [5 to 10] the value of $r_{1}$ is zero); whilst the matrix operator $G(\omega)$ is the Green's function of the problem (6.12), in which instead of $I_{1}{ }^{\circ}=L_{1}\left(\omega_{0}\right)$ we have the operator $L=L_{1}(\omega)$ (the other arguments of $L_{1}{ }^{\circ}$ and $L$ coincide).

The Green's function $G(\omega)$ can be represented in the form [14]

$$
\begin{equation*}
G=-\frac{X_{11}(r) Z^{*}(\rho)}{\left(i \omega-i \omega_{0}\right) J}+G_{-} \quad\left(J=\int_{r_{1}}^{r_{2}} X_{11}{ }^{i} Z_{i}^{*} d \rho\right) \tag{6.15}
\end{equation*}
$$

Here $w_{0}$ is the eigenvalue of the problem (6.12) characterizing the increasing perturbation, $X_{11}$ is the corresponding eigenfunction; $Z=\left\{Z_{1}, \ldots\right.$ $\left.\ldots, Z_{N}\right\}$ is the eigenfunction of the ajoint problem to (6.12), the corresponding eigenvalue being $\omega_{0}^{*}$; the function $G_{-}$is regular when $\omega=\omega_{0}$ From (6.15) and (6.14) it follows that the solution of the problem (6.13) with $v=1$ exists only under the condition

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} Z_{i} * \Psi_{1,1+2 n^{i}} d \rho=0 \tag{6.16}
\end{equation*}
$$

and has the form

$$
\begin{equation*}
X_{1,1+2 n}=-\int_{r_{1}}^{r_{2}} G_{-}^{\circ}(r, \rho) \Psi_{1,1+2 n}(\rho) d \rho+C_{n} X_{11} \tag{6.17}
\end{equation*}
$$

The condition (6.16) determines the quantity $\omega_{2^{n}}$. The quantities $\psi$ in (6.16) are given by

$$
\begin{equation*}
\Psi_{1,1+2 n}=\omega_{2 n}\left(\partial L_{1} / \partial \omega\right)^{\circ} X_{11}+T_{1,1+2 n} \tag{6.18}
\end{equation*}
$$

Here $T_{1,1+2 n}$ contains quantities determined earlier. After substituting (6.18) in (6.16), we obtain

$$
\begin{equation*}
\omega_{2 n}=-\frac{1}{J_{0}} \int_{r_{1}}^{r_{2}} Z_{i}^{*} T_{1,1+2 n}^{i} d \rho \quad\left(J_{0}=\int_{r_{1}}^{r_{3}} Z_{i}^{*}\left[\frac{\partial\left(L_{1}\right)_{j}^{i}}{\partial \omega}\right]^{\circ} X_{12}^{j} d \rho\right) \tag{6.19}
\end{equation*}
$$

The quantlly $J_{0}$ is different from zero; in particular, for starting equations of the form

$$
\begin{equation*}
\partial X / \partial t+F=0 \tag{6.20}
\end{equation*}
$$

where $F$ does not depend upon $\partial / \partial t$ (Equations (6.1) can usually be put into such a form by introducing supplementary unknowns), $J_{0}$ differs from $\tau \neq 0$ in (6.15) only by a numerical factor. The constant $C_{2}$ in (6.17) remains arbitrary; we can take $C_{\mathrm{n}}=0$ in so far as the choice of a value
$C_{n} \neq 0$ is equivalent to a change of normalization of $X_{\mu}$ (see Apendix).
It is interesting to clarify what quantities must first be calculated in order to determine $X_{v, v+2 n}$. Let us construct Table 1 from the quantities

TABLE 1
 $X_{v, v+2 n}$ and $\omega_{2 n}$. It can be shown that in Equation (6.13) there occur all the elements of the table standing to the left of the diagonals drawn through the element $X_{v, v+2 n+2}$. Hence it follows that in order to find. $\omega_{2 n}$ it is necessary first to find $X_{n+1, n+1}$, 1.e. necessary to calculate the $(n+1)$ th harmonic of the periodic motion.

The frequencies $\omega_{2 n}=\Omega_{2 n}-i_{2 n}$ are complex. In so far as the frequency $\omega$ in (6.5), (6.9) must be real, then it is necessary that

$$
\begin{gather*}
\omega=\Omega_{0}+\Omega_{2} q+\Omega_{4} q^{2}+\ldots \equiv \Omega  \tag{6.21}\\
\gamma \equiv \gamma_{0}+\gamma_{2} q+\gamma_{4} q^{2}+\ldots=0 \tag{6.22}
\end{gather*}
$$

Here the coefficients of the powers of $q$ are known functions of $\pi$ and $\lambda$.
7. In order to determine the wave number and amplitude of the steady periodic motion there is as yet only one Equation (6.22); the second follows from from the following hypothesis [15]: in the system a motion will become extablished of such amplitude that the maximum of the nonlinear incement $\gamma$ as a function of the wave number $k$ is zero (Fig.7); the value $k$ for which the maximal increment of $y$ is equal to zero is also the wave number of the steady motion. This hypothesis is related to the fact that the value of $q$ for which the maximal increment is zero is uniquely qualitatively singled out from other values $\mathfrak{q}$.

According to the hypothesis thus made, the quantities $k, q$ satisfy Equation

$$
\begin{equation*}
\partial \gamma / \partial k \equiv \gamma_{0}^{\prime}+\gamma_{2}^{\prime} q+\gamma_{1}^{\prime} q^{2}+\ldots=0 \tag{7.1}
\end{equation*}
$$

This equation shows that the hypothesis made above is equivalent to the following: in the system a motion becomes established with that wave number for which the quantity $q$, determined by Equation $(6.22)$ and considered as a function of $\kappa$, is maximal.

This solution of Equation (7.1) is sought in the form

$$
\begin{equation*}
k=k_{0}+k_{1} q+k_{2} q^{2}+\ldots \tag{7.2}
\end{equation*}
$$

Substituting (7.2) in (7.1), carrying out the expansion with respect to $q$ and equating to zero the coefficients of the powers of $q$, we obtain

$$
\begin{equation*}
\gamma_{0}^{\prime}=0, \quad \gamma_{0}^{\prime \prime} k_{1}+\gamma_{2}^{\prime}=0, \ldots \tag{7.3}
\end{equation*}
$$

Here the quantities $\gamma$ are taken when $\psi=\psi_{0}$.
From (7.3) one determines one after the other the quantities $k_{n}$. The
first equation determines $k_{0}=k_{0}(\lambda)$ and shows that when $k=k_{0}$ the linear increment $\gamma_{0}$ is maximal (Fig.7). From the second equation one obtains $k_{1}=-\gamma_{z}^{\prime} / \gamma_{0}^{\prime \prime} ;$ it is immediately obvious from Fig. 7 that for slight supercriticalness $\gamma^{\prime \prime}{ }_{0} \neq 0$. Similarly one finds also the other quantities $k_{\mathrm{n}}=k_{\mathrm{a}}(\lambda)$.

Substituting (7.2) in (6.21), (6.22) and collecting terms with the same powers of $q$, we obtain

$$
\begin{equation*}
\omega=\Omega_{0}+\Omega_{1} q+\ldots \quad\left(\Omega_{1}=\Omega_{2}+\Omega_{0}{ }^{\prime} k_{1}, \ldots\right) \tag{7.4}
\end{equation*}
$$

$\gamma \equiv \gamma_{0}+a q+b q^{2}+\ldots=0, \quad\left(a=\gamma_{2}\right) \quad b=\gamma_{4}+\gamma_{2}{ }^{\prime} k_{1}+1 / 2 \gamma_{0}{ }^{\circ} k_{1}^{2}$
Here the quantities $\gamma_{2 n}$ are taken when $\kappa=k_{0}$; the coefficients of powers of $q$ in $(7.4),(7,5)$ are known functions of the parameters $\lambda$.

The solutions of Equations (7.5) are found in Sections i to 5.
We notice that in systems of the second type the case of aperiodic increasing perturbations (here [2] the function $\Omega_{0}(k) \equiv 0$ ) is not in any way singled out from the point of view of applicability of the calculation; we can, however, show (see Appendix), that in this case the steady periodic solution of small amplitude does not depend on time.
8. Let us consider* systems of the first type (the equilibrium state depends upon all the Cartesian coordinates, whilst perturbations and the steady motion are not periodic with respect to any of the Cartesian coordinates).

Suppose that the increasing perturbation has an oscillatory character [il]; then the calculations of Section 6 are not altered if only the quantities $r, \rho$ are regarded as vectors (and integration with respect to $\rho$ is carried out throughout the whole volume $V$, occupied by the flowing fluid), and moreover in the given case $\theta=\omega t$.

Expressions (6.5) and (6.9) show that $Q$ occurs in the steady solution in the form of the combination $Q e^{i \omega t}=Q(t)$.

The amplitude $Q(t)$ evidently satisfies Equation

$$
\begin{equation*}
d Q / d t=i \omega Q \tag{8.1}
\end{equation*}
$$

which retains sense even when $y \neq 0$; in particular, (8.1) passes over into the equation of linear theory if we neglect in $w$ all powers of $q$. If in (8.1) we set $Q=|Q| e^{i \theta}$ and separate the real and imaginary parts, then we obtain (1.1) and Equation $d \theta / d t=\Omega$.

In the case of systems of the first type the observed steady periodic motion always correspond to the stable solutions of Equation (1.1) (in which $\gamma$ is taken in the form (6.22)).

In the case of systems of the second type steady motion becomes eatablished as a result of the interaction of a continuous spectrum of increasing waves. In the study of stability of steady solutions of Equation (1.1) for the divergence $\delta q$ from the steady value of $q$ we obtain

$$
\begin{equation*}
d \delta q / d t=\delta q(\gamma+q \partial \gamma / \partial q+q(\partial \gamma / \partial k) d k / d q) \tag{8.2}
\end{equation*}
$$

Here $\gamma=\gamma(k, q)$ is defined in (6.22), and $k=k(q)$ in (7.1), (7.2).
By virtue of (6.22) and (7.1), there remains in (8.2) only the second term, in which $k$ is equal to the wave number of the steady solution (7.2); hence it follows that the stability of the steady solution with the wave number (7.2) is studied only with respect to the perturbation $\delta q$ with the same wave number. Accordingly, study of the stability on the basis of Equation (1.1) is not in the given case complete (in contrast to the case of systems of the first type), and the observed steady motions correspond to the stable steady solutions of (1.1) only when the former really are periodic

Now let us consider systems of the first type which for slfght supercriticalness are unstable with respect to aperiodic perturbation. It is to be expected that the steady solution in this case does not depend on time and is determined completely (it does not contain an arbitrary phase). It can be assumed that $x=A=0$ for problems (6.1), (6.2) (this can always be achieved by the introduction of a new unknown $X *=X-x$ ). We seek the solution in the form
$X=Q X_{1}+Q^{2} X_{2}+\ldots, \partial / \partial t=\gamma \equiv \gamma_{0}+Q \gamma_{1}+Q^{2} \gamma_{2}+\ldots$
Here $Q$ is the real amplitude; it is convenient to take $0>0$.
Substituting (8.3) in (6.1), (6.2) and equating to zero the coefficients of powers of $Q$, we obtain the problems for the determination of $\gamma_{n-1}$ and $X_{\mathrm{n}}$ -

When $n=1$ we obtain the linear problem of the theory of stability

$$
\begin{equation*}
L^{\circ} X_{1}=0, \quad U X_{1}=0 \quad(L=L(\gamma, \nabla, r, \lambda)) \tag{8.4}
\end{equation*}
$$

Here and in what follows the superscript $\circ$ indicates that the corresponding quantity is taken when $\gamma=\gamma_{0}$. For $\gamma_{0}$ and $X_{1}$ in (8.3) one should take the eigenvalue (assumed simple) and the eigenfunction of the problem (8.4) which characterize the increasing perturbation; according to the condition $\gamma_{0}>0$ and therefore $X_{1}$ can be assumed real. When $n>1$ we have the problem

$$
\begin{equation*}
L^{\circ} X_{n}+\Upsilon_{n-1}(\partial L / \partial \gamma)^{\circ} X_{1}+T_{n}=0, \quad U X_{n}=0 \tag{8.5}
\end{equation*}
$$

Here $T_{11}$ depends on quantities determined earlier. Let $G(y)$ be the Green's function for the problem (8.4); it is obtained from (6.15) by replacing $X_{11}$ by $X_{1}$ and $t \omega$ by $\gamma$. From (8.4) and (6.15) it follows that the solution of the problem (8.5) exists under the condition

$$
\begin{equation*}
\gamma_{n-1}=-\frac{1}{J_{0}} \int_{V} Z T_{n} d \rho \quad\left(J_{0}=\int_{V} Z \frac{\partial L}{\partial \gamma} X_{1} d \rho\right) \tag{8.6}
\end{equation*}
$$

and has the form
$X_{n}=-\int_{V} G_{-}{ }^{\circ}(r, \rho) \Psi_{n}(\rho) d \rho+C_{n_{-1}} X_{1}, \quad \Psi_{n}=T_{n}+\gamma_{n-1}\left(\frac{\partial L}{\partial \gamma}\right)^{\circ} X_{1}$
Here $Z$ is the real eigenfunction of the adjoint problem (8.8), corresponding to the value $\gamma_{0}>0$. The constants $C_{z}$ are arbitrary; we can set
$C_{n}=0$ (and the normalization of the function $X_{1}$ is unchanged).
To the observed motions correspond the stable steady solutions $Q>0$ of Equation $d Q / d t=\gamma Q$, where $y$ is determined from (8.4). It can be shown (see Appendix) that $y$ is real for sufficiently small values of $Q$.

It is to be noted that the nonlinear increment $\gamma$ can be calculated by a method differing from those described in Sections 6 and 8 (see Appendix)

All that was said above concerning abrupt transition is applicable to systems with a finite number of degrees of freedom (described by the ordinary differential equations (6.1)). In this case Equations (6.10) are algebraic, and the problem of finding the quantities $\omega_{2 n}, X_{v, v+2 n}$ simplifies so much as to make possible the consideration of actual examples [18] (without the application of computers).

Appendix. We shall show that the homogeneous problem (6.13) with $\nu \neq 1$ does not have nontrivial solutions. It is sufficient to prove the assertion for $\Lambda=0$; then it remains true also for sufficiently small $\Lambda$, in so far as $g \rightarrow 0$ when $\Lambda \rightarrow 0$ (here $\Lambda$ is a vector). According to the definition of the critical parameters $\lambda_{*}$, the linear increment $\gamma_{0}=\gamma_{0}\left(k, \lambda_{*}\right)$ vanishes when $k=k_{0}\left(\lambda_{*}\right)=k_{*}$ and is negative when $k \neq k_{*}$ (Fig.7). Moreover, the frequency $\omega_{0}=\omega_{0}\left(\kappa_{0}, \lambda_{*}\right)$ is real when $\kappa_{*}=k_{*}$ (and equal to $w_{*}$ ) and complex when $k \neq k_{*}$. Accordingly, problem (6.13) with the operator $L_{*}=L_{1}{ }^{\circ}\left(\lambda_{*}\right)$ has a real eigenvalue $w_{0}=w_{*}$ only when $k=k_{*}$; when $k=v \kappa_{*}$ ( $v \neq 1$ ) the eigenvalues $\omega_{0}$ are complex, and consequently the real value $\omega_{0}=\nu \omega_{*}$ is not an eigenvalue.

We shall show that the choice of the constants $C_{n} \neq 0$ in (6.17), (8.9) is equivalent to a change of normalization of $X_{11}$ and $X_{1}$. Let $q$ be the amplitude of the steady solution corresponding to the choice $C_{0}=1$, $C_{1}=C_{2}=\ldots=0$. Let us introduce the "new" amplitude $Q^{\wedge}$ by Equation

$$
\begin{equation*}
Q=C(Q / C)=C\left(Q^{\wedge}\right) \tag{A.1}
\end{equation*}
$$

If we take $C$ in the form

$$
C=C_{0}^{\wedge}+C_{1} \wedge q^{\wedge}+C_{2} \wedge\left(q^{\wedge}\right)^{2} \wedge \ldots, q^{\wedge}=Q^{\wedge} Q^{\wedge} *
$$

substitute (A.1) in the solution of (6.5) and (6.9) and collect terms with identical powers of $Q^{\wedge}$, then we obtain expressions depending on the constants $C_{0}{ }^{\wedge}, C_{1}{ }^{\wedge}, \ldots$; they can be selected so as to obtain the solution of ( 6.9 ) with arbitrary values of the constants $C_{0}, C_{1}$, $\quad . \quad$ A similar transformation of the solution of (6.9) is obtained if instead of (A.1) we take $X_{11}=C\left(X_{11} / C\right)=C X_{11}{ }^{\wedge}$ in Expressions of $X_{v, v+2 n}$ in terms of $X_{11}$.

We shall show that if in (6.9) the quantity $\Omega_{0} \equiv 0$, then also $\Omega_{2 r_{0}}=0$, 1.e. the steady periodic solution does not depend on time. Let us seek the solution $X$ in the form of a real Fourier series with respect to the spatial coordinates, in which the $n$th harmonic is proportional to exp $n \gamma t$. The coefficients of the series and the increment $y$ will be sought in the form of an expansion of type (6.9) with respect to the real amplitude $Q$. Moreover, to determine $\gamma_{2,}$ and the quantities of type $X_{v_{v}+2 n}$ we obtain real equations (in so far as the starting problem ( 6.1 ), ( 6.2 ) is real). According to the condition, $\gamma_{0}$ is real, and therefore the functions of type $X_{11}$ can be taken real; $G(\gamma)^{Y}{ }_{1}$ s also real for real $\gamma$, and therefore $\gamma_{2 n}$ and the quantities of type $X_{v, v+2 n}$ are obtained real. In the case of the problem (8.3) to (8.7) the quantities $\gamma_{\mathrm{n}}$ are also real.

The steady solutions can be found by the method of [17], in which the aepenaence on time is completely incluade in the amplitude $9 \sigma^{1 n}$ the case of periodic solutions for $Q$ we postulate Equations (8.1), (6.9), and seek a solution for $X$ in the form

$$
\begin{equation*}
X=\sum_{n=0}^{\infty} X_{n} \quad\left(\left|X_{n}\right| \sim|Q|^{n}\right) \tag{A.2}
\end{equation*}
$$

It is appropriate to take $X_{0}=x$ and

$$
\begin{equation*}
X_{1}=Q X_{11} \mid\left(Q X_{11}\right)^{*} \tag{A.3}
\end{equation*}
$$

Then for the real quantities $x_{n}$ we obtain

$$
\begin{equation*}
X_{n}=\sum_{v=0}^{n} Q^{n-v}\left(Q^{*}\right)^{v} X_{n-2 v, n}, \quad X_{-v, n}=X_{v, n}^{*} \tag{A.4}
\end{equation*}
$$

For simplicity we shall assume that the starting equations have the form (6.20); then on substituting (A.4), (A.2) in (6.20) we obtain with the help of (8.1)

$$
\begin{equation*}
d\left(Q^{\vee} q^{n}\right) / d t=Q^{\vee} q^{n}(i v \omega+2 n \gamma) \quad(\omega=\Omega-i \gamma) \tag{A.5}
\end{equation*}
$$

Here $\gamma, \omega$ are, respectively, the nonlinear increment and frequency. If In the expansions $(6.20),(6.2)$ with respect to powers of 0 we equate to zero the coefficients of $Q^{v} q$, then we obtain the problem for the determination of $X_{v, v+2 n}$. When $v=1, n=0$ we have the problem of the theory of stability ( 6.12 ). When $v+2 n>1$ we obtain the problem (6.13), in which $L_{v}{ }^{\circ}=L_{1}\left(i v \omega_{0}+2 n \gamma_{0}\right)$; if $Y_{0} \neq 0$, then for any $\nu$ the solution has the form (0.14). It is not difficult to see that $X_{1,1+2 n} \rightarrow \infty$ as $\Lambda \rightarrow 0$, since the denominator of the first term in Expression (6.15) for $f$ is proportional to $2 n \gamma_{0}$. For boundedness [17] of the quantities $X_{1,1+2 n}$ when $\Lambda=0$ it is necessary that the condition (6.16) be fulfilled, from which we find $\omega_{2_{n}}$ from (6.19). Moreover for $X_{1,1+2 n}$, we obtain Expression (6.17), in which $C_{n}=0$.

In the case of aperiodic steady motion it is appropriate to postulate for Q that $d Q / d t=\gamma Q$; where $\gamma, X$ are chosen in accordance with (8.3) and (8.4). In this case

$$
\begin{equation*}
d Q^{n} / d t=Q^{n}(\gamma \nmid(n-1) \gamma) \tag{A.6}
\end{equation*}
$$

Then problem $(6.20),(6.2)$ is solved just as in the case of periodic steady motion.

We note that for solution of the problem (6.20). (6.2) by the method described in Sections 6 and 8, we take into account only the first terms in the left-hand sides of (A.5) and (A.5). In both methods, however, the expressions for the derivatives (A.5), (A.6) have one and the same physical meaning when $y=0$; hence it follows that the solutions obtained by the two methods are physically identical and differ only in the normalization of the functions $X_{1}$ and $X_{1}$.

The author is grateful to A.A. Vedenov, M.A. Leontovich and M.A. Naimark for discussion of various questions touched upon in this paper.

## BIBLIOGRAPHY

1. Benard, M, , Les tourbillons cellulaires dans une nappe liquide transportant de la chaleur par convection en régime permanent. Annls Chim. Phys., Vol.23, p. 62, 1901.
2. Taylor, G.I., Stability of a viscous liquid contained between two rotating cylinders. Phil.Trans.R.Soc., Vol.223, p.289, 1923.
3. Donnelly, R.J., Experimental confirmation of the Landau law in Couette flow. Phys.Rev.Lett., Vol.10, p.282, 1963.
4. Lewis, J.W., An experimental study of the motion of a viscous liquid contained between two coaxial cylinders. Proc.R.Soc.A., Vol.117, p.388, 1928.
5. Pupp, W., Über laufende Schichten in der positiven Säule von Edelgasen Phys.Z., Vol.33, p.844, 1932.
6. Zaitsev, A.A., Avtokolebatel'nye rezhimy i begushchie sloi v razriade (Self-oscillating regimes and running layers in a discharge). Dokl. Akad.Nauk SSSR, Vol.84, p.41, 1952.
7. Paulikas, J.A. and Pyle, R.V., Macroscopic Instability of the Positive Coluum in a Magnetic Field. Physics Fluids, Vol.5, p.348, 1962.
8. Hoh, F.C. and Lehnert, B., Diffusion Processes in a Plasma Coluum in a Longitudinal Magnetic Field. Physics Fluids, Vol.3, p.600, 1960.
9. Johnson, R.R., Proc.Int.Conf.Ioniz.Phenom.Gases, Orsay, France, 1963.
10. Ancker-Johnson, B., Hysteresis in the helical instability produced in electron-hole plasma. Appl.Phys., Vol.3, p.104, 1965.
11. Landau, L.D., K probleme turbulentnosti (On the problem of turbulence). Dokl.Akad.Nauk SSSR, Vol. 44, 1944.
12. Sorokin, V.S., Nelineinye iavlenila v zamknutykh potokakh vblizi kriticheskikh chisel Reinol'dsa (Nonlinear phenomena in enclosed flows near critical Reynolds numbers). PMN Vol.25, No 2, 1961.
13. Vedenov, A.A. and Ponomarenko, Iu.B., 0 vozniknoveni1 turbulentnosti (On the origin of turbulence). Zh.eksp.teor.Fiz., Vol.46, p.2247,1964.
14. Naimark, M.A., Lineinye differentsial'nye operatory (Linear Differential Operators). Gostekhizdat, 1954.
15. Ponomarenko, Iu.B., Ob odnom vide statsionarnogo dvizhenila v gidrodinamike (on a form of steady motion in hydrodynamics). PMM Vol. 28, № 4, 1964 .
16. Stuart, J.T., on the nonlinear mechanics of wave disturbances in stable and unstable parallel flows. J.Fluid Mech., Vol.9, p.353, 1960.
17. Watson, T., on the nonlinear mechanics of disturbances in stable and unstable parallel flows. J.Fluid.Mech., Vol.3, p.371, 1960.
18. Ponomarenko, Iu.B., 0 "zhestkom" vozniknoveni1 kolebani1 (on the "abrupt" onst', of oscillations). Izv.vyssh.ucheb.Zaved., Radiofizika, 1964.

[^0]:    *) Apparently the expnsion for the frequency and the harmonics of the form (6.9) was first established in [ 16 and 17] for a certain actual equation containing a quadratic nonlinearity.

[^1]:    ${ }^{*}$ ) The expressions $L_{0}\left(X_{0}\right)$ and $F_{0}\left(X_{0}\right)$ are connected by the relation $L_{0}=\partial F_{0} / \partial X_{0}$.

